Capturing strain localization in dense sands with random density
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SUMMARY

This paper presents a three-invariant constitutive framework suitable for the numerical analyses of localization instabilities in granular materials exhibiting unstructured random density. A recently proposed elastoplastic model for sands based on critical state plasticity is enhanced with the third stress invariant to capture the difference in the compressive and extensional yield strengths commonly observed in geomaterials undergoing plastic deformation. The new three-invariant constitutive model, similar to its two-invariant predecessor, is capable of accounting for meso-scale inhomogeneities as well as material and geometric nonlinearities. Details regarding the numerical implementation of the model into a fully nonlinear finite element framework are presented and a closed-form expression for the consistent tangent operator, whose spectral form is used in the strain localization analyses, is derived. An algorithm based on the spectral form of the so-called acoustic tensor is proposed to search for the necessary conditions for deformation bands to develop. The aforementioned framework is utilized in a series of boundary-value problems on dense sand specimens whose density fields are modelled as exponentially distributed unstructured random fields to account for the effect of inhomogeneities at the meso-scale and the intrinsic uncertainty associated with them. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Shear bands in granular materials, characterized by thin zones of intense shearing, have been a subject of considerable research interest since they impact many problems in the fields of geoenvironment and geoscience. In geoenvironment, shear bands control the deformation behaviour and stability of earth structures such as dams, tunnels, excavations and foundations. In geoscience, they are commonly associated with grain fracturing and grain size reduction (termed 'cataclasis' in the literature [1]) that are known to alter the strength and transport properties of
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geological systems. Various experimental and theoretical studies have thus attempted to analyse and describe the occurrence and patterns of shear bands in granular materials such as soils and rocks.

In sand bodies, shear band formations are now investigated in the laboratory using advanced testing techniques such as gamma-rays, stereophotogrammetry, and X-ray computed tomography (CT), see Reference [2]. Along with the more traditional laboratory testing procedures such as triaxial and simple shear testing, high-end testing provides an opportunity to view the specimen as an imperfect structure. For example, it is now possible to measure quantitatively the density and displacement fields within the specimen with a high degree of precision. Instead of viewing the entire specimen as a homogeneous element, which has been traditionally done in the past, it is now possible to digitally measure and quantify the properties and mechanical responses of an imperfect specimen on a finer scale.

Ironically, whereas development of very sophisticated constitutive models for element testing has previously outpaced the development of laboratory testing capabilities supporting the demands of these complex models, the reverse is now true with the advent of high-end precision laboratory testing. There is now a shortage of mathematical models that can adequately capture the quantified heterogeneities in the properties and mechanical responses of imperfect soil samples. This is because many of these sophisticated models are simply too complex to be implemented efficiently into multi-purpose finite element codes, and so only a handful of these models have been successful in finding their way into general-purpose computer codes. Since heterogeneous samples require that their responses be analysed as a boundary-value problem and not as an elemental point, many of these complex models have to be reformulated first before they can be used for general-purpose boundary-value problem simulations.

A promising approach to simulating material heterogeneity in specimens of discrete granular materials such as sand bodies is through meso-scale modelling. By ‘meso-scale’ we mean a scale larger than a particle size but smaller than the specimen dimensions. We do not wish to go to particle level at this point since there is currently a lack of testing capabilities to capture all the particle information such as shapes, dimensions, and motion of the individual particles throughout testing. In contrast, some of the high-end testing techniques mentioned above, specifically the CT digital imaging technique, can very well be combined with existing computer tools that permit an accurate quantification of material heterogeneity in soil samples. Examples of such techniques include digital image processing (DIP) for quantifying the spatial density variation and digital image correlation (DIC) for tracking the motion of a group of particles contained in a ‘meso-element’ having the size of a pixel [3, 4].

From a modelling standpoint, a key variable that quantitatively describes material heterogeneity on a meso-scale level is density. Whereas it may be argued that other constitutive variables such as strength and stiffness could also vary spatially within a soil sample, and therefore they should also be considered as meso-variables, it is generally difficult if not impossible to measure their spatial variation in a heterogeneous soil sample. In contrast, DIP can be used to analyse pixel patterns provided by CT images to correlate the grey level with density pattern in the individual pixels. Furthermore, strength and stiffness are known to correlate strongly with density in soils, so it seems plausible to claim that density is indeed a key measure of material heterogeneity.

Having chosen density as a key measure of material heterogeneity, we now consider a constitutive model based on critical state plasticity theory that permits the specification of spatial density variation within a soil sample. One such model, derived from the ‘Nor-Sand’
of Jefferies [5] and presented by Borja and Andrade [6], utilizes a variable called ‘state parameter’ $\psi$ to describe the density of a meso-element relative to that at the critical state line for the same effective mean normal stress [5, 7, 8]. Where the point lies below the critical state line, $\psi$ is negative (denser than critical), and where it lies above, $\psi$ is positive (looser than critical). Traditional Cam–Clay-type models [9–14], do not have the capability to independently prescribe the density (or void ratio) of a meso-element, since, by prescribing the degree of overconsolidation [9] and the current state of stress, one is bound to calculate a unique void ratio. By introducing the state parameter in the constitutive description, the density (or other equivalent measures thereof, such as the void ratio and specific volume) is effectively ‘detached’ from the critical state line.

This paper moves one step further in refinement to the two-invariant model presented by Borja and Andrade [6] in that we now also quantify the influence of the third stress invariant in the constitutive description of meso-element behaviour. Granular materials such as soils are known to exhibit yield stresses in compression that are higher than those in extension, so it only makes sense to include the third stress invariant in the constitutive formulation. Furthermore, it has been shown that the third stress invariant does enhance the onset of strain localization [15, 16], thus further motivating the present effort. For the present paper, we introduce the third stress invariant through Lode’s angle [17] and employ a return mapping algorithm in principal elastic logarithmic stretches (within the framework of multiplicative plasticity) to carry out the numerical integration in discrete load steps.

Apart from the inclusion of the third stress invariant, the present paper also models the effect of unstructured random density fields in the mathematical characterization of nearly homogeneous soil samples at meso-scale. Borja and Andrade [6] have shown that a well defined density structure, generated deterministically, could greatly impact the position of the resulting shear band. However, in reality most laboratory testing procedures attempt to generate as nearly uniform soil samples as possible. Thus the numerical simulations presented in this paper focus on nearly homogeneous density fields, generated randomly and without any preferred structure, to better capture reality. We show with extensive numerical simulations that even with such minute perturbations in the density field a shear band would still form even in cases where it would not form in perfectly homogeneous specimens. Further, we show that different shear bands could form in each randomly generated specimen, even with a very tight density distribution, affirming the common notion that each physical specimen is unique.

Evaluation of the consistent tangent operator (CTO) is critical for the success of a nonlinear iterative algorithm based on Newton’s method, and in this paper we derive such tangent operator in spectral form based on Lie derivatives. Quite recently, Borja [16] has shown that such operator can also be used in lieu of the constitutive tangent operator for strain localization analysis, so the CTO serves a dual role in the present numerical simulations. All simulations presented in this paper have been conducted in the 3D finite deformation regime, including the calculation of the minimum values of the localization function for shear band analysis [18]. For the latter analysis we also present an algorithm for a 3D search in spectral directions.

As for notations and symbols used in this paper, bold-faced letters denote tensors and vectors; the symbol ‘$\cdot$’ denotes an inner product of two vectors (e.g. $\mathbf{a} \cdot \mathbf{b} = a_i b_j$), or a single contraction of adjacent indices of two tensors (e.g. $\mathbf{c} \cdot \mathbf{d} = c_{ij} d_{jk}$); the symbol ‘$:\,$’ denotes an inner product of two second-order tensors (e.g. $\mathbf{c} : \mathbf{d} = c_{ij} d_{ij}$), or a double contraction of adjacent indices of tensors of rank two and higher (e.g. $\mathbf{C} : \mathbf{e}^\varepsilon = C_{ijkl} e_{kl}^\varepsilon$); the symbol ‘$\otimes$’ denotes a juxtaposition,
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\[
C^e := \text{F}^{\text{et}} \cdot F^e \quad \text{and} \quad b^e := \text{F}^{\text{et}} \cdot F^e
\]

The principal elastic stretches emanate from \( F^e \cdot N^a = \lambda_a^e n^a \) (no sum), where \( \lambda_a^e \) for \( a = 1, 2, 3 \) are the principal elastic stretches in the corresponding principal directions \( N^a \) and \( n^a \) in the intermediate and current configuration, respectively. We recall the well known spectral decomposition,

\[
b^e = \sum_{a=1}^{3} \lambda_a^e n^a \otimes n^a
\]

The elastic region is assumed to be governed by the isotropic strain energy function proposed in Reference [22] and utilized in modelling of granular bodies in References [12, 23]

\[
\Psi(\varepsilon_v^e, \varepsilon_d^e) = \hat{\Psi}(\varepsilon_v^e) + \frac{3}{2} \mu^e \varepsilon_d^e^2
\]

where

\[
\hat{\Psi}(\varepsilon_v^e) = -p_0\kappa \exp \omega, \quad \omega = -\frac{\varepsilon_v^e - \varepsilon_v^0}{\kappa}, \quad \mu^e = \mu_0 + \frac{\varepsilon_d^e}{\kappa} \hat{\Psi}(\varepsilon_v^e)
\]

The independent variables are the volumetric and deviatoric invariants of the elastic logarithmic stretch tensor, respectively,

\[
\varepsilon_v^e = \varepsilon_1^e + \varepsilon_2^e + \varepsilon_3^e \quad \text{and} \quad \varepsilon_d^e = \frac{1}{3} \sqrt{2[(\varepsilon_1^e - \varepsilon_2^e)^2 + (\varepsilon_2^e - \varepsilon_3^e)^2 + (\varepsilon_3^e - \varepsilon_1^e)^2]}
\]

where \( \varepsilon_0^e = \ln \lambda_0^e \). Hence, the strain energy function is an invariant function of the elastic deformations. The Kirchhoff stress tensor \( \tau \) is coaxial with the deformation tensor \( b^e \) and
defined such that
\[ \tau = 2 \frac{\partial \Psi}{\partial \mathbf{b}} \cdot \mathbf{b} \]  
\[ (7) \]

The above hyperelastic model produces pressure-dependent elastic bulk and shear moduli, a feature commonly observed in the laboratory. The elastic constants necessary for a full description of the elasticity are the reference strain \( \varepsilon_{0}^{e} \) and the reference pressure \( p_{0} \) of the elastic compression curve, as well as the compressibility index \( \kappa \). The model produces coupled volumetric and deviatoric responses in the case \( z_{0} \neq 0 \) for which \( \mu^{e} \) is a nonlinear function of the volumetric deformations. Otherwise, for \( z_{0} = 0 \) the responses are decoupled and the shear modulus \( \mu^{e} \equiv \mu_{0} \) is constant.

2.2. Yield surface, plastic potential, their derivatives and the flow rule

We define the three invariants of the Kirchhoff stress tensor as
\[ p = \frac{1}{3} \text{tr} \tau, \quad q = \sqrt{\frac{3}{2}} \| \xi \|, \quad \frac{1}{\sqrt{6}} \cos 3\theta = \frac{\text{tr} \xi^{3}}{\chi} \equiv y \]  
\[ (8) \]
where \( \xi = \tau - p \mathbf{1} \) is the deviatoric component of the stress tensor \( \tau \), and \( \chi = \sqrt{\text{tr} \xi^{3}} \). The quantity \( p \) is called the mean normal stress and is assumed negative throughout. Further, \( \theta \) is the Lode’s angle whose values range from \( 0 \leq \theta \leq \pi/3 \); it defines an angle on a deviatoric plane emanating from a tension corner.

From these three stress invariants, we construct a yield surface of the form
\[ F(\tau, \pi_{i}) = F(p, q, \theta, \pi_{i}) = \zeta(\theta)q + p\eta(p, \pi_{i}) \]  
\[ (9) \]
where
\[ \eta = \begin{cases} M[1 + \ln(\pi_{i}/p)] & \text{if } N = 0 \\ M/N[1 - (1 - N)(p/\pi_{i})^{N/(1-N)}] & \text{if } N > 0 \end{cases} \]  
\[ (10) \]
The image stress \( \pi_{i} < 0 \) controls the size of the yield surface; it is defined such that the stress ratio \( \eta = -\xi q/p = M \) when \( p = \pi_{i} \). Note the subscript ‘i’ stands for image and should not be confused with index notation. The parameter \( N \geq 0 \) determines the curvature of the yield surface on a meridian plane and it typically has a value less than or equal to 0.4 for sands [5]. Lode’s angle \( \theta \) plays the role of the third stress invariant modifying the shape of the yield surface on a deviatoric plane through the function \( \zeta = \zeta(\theta) \). Many forms for the function \( \zeta(\theta) \) have been proposed in the literature (see Reference [24] for a historical survey). Here we adopt the form proposed by Gudehus [25] and Argyris et al. [26], namely,
\[ \zeta(\theta, \rho) = \frac{(1 + \rho) + (1 - \rho) \cos 3\theta}{2\rho} \]  
\[ (11) \]
where \( \rho \) is a constant parameter called ellipticity. The above function is only convex for \( \frac{7}{9} \leq \rho \leq 1 \) [27] and satisfies the boundary conditions: (a) \( \zeta = 1/\rho \) when \( \theta = 0 \) i.e. tension corner; and (b) \( \zeta = 1 \) when \( \theta = \pi/3 \) i.e. compression corner. A typical three-invariant yield surface of the form presented above for \( \rho = 0.78 \) is shown in Figure 1. It can be seen from this figure that the yield surface exhibits a greater yield strength under compression than under extension.
Additionally, to underscore the fact that the formulation presented herein is general and independent of the choice of the shape function \( \zeta(\theta, \rho) \), in some of our numerical examples, we will also utilize the form proposed by Willam and Warnke [28] i.e.

\[
\zeta(\theta, \rho) = \frac{4(1 - \rho^2) \cos^2 \theta + (2\rho - 1)^2}{2(1 - \rho^2) \cos \theta + (2\rho - 1)[4(1 - \rho^2) \cos^2 \theta + 5\rho^2 - 4\rho]^{1/2}}
\]  

(12)

This function is smooth and convex in the range \( \frac{1}{2} \leq \rho \leq 1 \), and has the same boundary conditions than the shape function in (11).

Similar to the yield surface, we can postulate a plastic potential function of the form

\[
Q(\tau, \pi_i) = Q(p, q, \theta, \pi_i) = \tilde{\zeta}(\theta)q + p\tilde{\eta}(p, \pi_i)
\]  

(13)

with

\[
\tilde{\eta} = \begin{cases} 
M[1 + \ln(\pi_i/p)] & \text{if } \bar{N} = 0 \\
M/\bar{N}[1 - (1 - \bar{N})(p/\pi_i)^{\bar{N}/(1-\bar{N})}] & \text{if } \bar{N} > 0
\end{cases}
\]  

(14)

When \( \pi_i = \pi_i \), \( \bar{N} = N \) and \( \tilde{\zeta} = \zeta \), plastic flow is associative; otherwise, it is nonassociative in both the volumetric and deviatoric sense. The material parameter \( \bar{N} \) controls the amount of volumetric nonassociativity, whereas the shape function \( \tilde{\zeta} = \zeta(\theta, \bar{p}) \) plays a similar role than that used in the yield surface, but the ellipticity \( \bar{p} \) can be different from \( \rho \), hence introducing deviatoric nonassociativity. We note in passing that the plastic potential in (13) is essentially that proposed by Jefferies [5] for \( \zeta = 1 \).

Recall the multiplicative decomposition of the deformation gradient tensor in (1), which leads to an additive decomposition of the velocity gradient \( I \),

\[
I = F^c + F^p \Rightarrow \mathbf{d} = \mathbf{d}^c + \mathbf{d}^p
\]  

(15)

where \( \mathbf{d} \equiv \text{sym} \mathbf{l}, \ \mathbf{d}^c \equiv \text{sym} \mathbf{f}, \) and \( \mathbf{d}^p \equiv \text{sym} \mathbf{l}^p. \) Neglecting the plastic spin \( \mathbf{o}^p \) (see Reference [29] for significance and consequences), we write the flow rule as

\[
\dot{\mathbf{d}}^p = \frac{\dot{\lambda}}{q} \mathbf{q}
\]

where \( \dot{\lambda} \) is the so-called consistency parameter, and \( \mathbf{q} := \frac{\partial \mathbf{Q}}{\partial \mathbf{\tau}}. \) Adopting the spectral approach [15], we recast the above gradient as

\[
\mathbf{q} = \frac{\partial \mathbf{Q}}{\partial \mathbf{\tau}} = \sum_{a=1}^{3} \frac{\partial \mathbf{Q}}{\partial \tau_a} \mathbf{m}^a = \sum_{a=1}^{3} q_a \mathbf{m}^a
\]

where \( \mathbf{m}^a := \mathbf{n}^a \otimes \mathbf{n}^a, \) and the vectors \( \mathbf{n}^a \) for \( a = 1, 2, 3, \) are the principal directions of the stress tensor \( \mathbf{\tau}, \) i.e. \( \mathbf{\tau} \cdot \mathbf{n}^a = \tau_a \mathbf{n}^a, \) with principal stresses \( \tau_a \) for \( a = 1, 2, 3. \) Note that the stress tensor \( \mathbf{\tau} \) and the elastic left Cauchy–Green deformation tensor \( \mathbf{b}^e \) are coaxial due to the isotropy assumption made in Section 2.1. The spectral decomposition of the flow rule is consequently a by-product of the coaxiality of the tensors \( \mathbf{\tau} \) and \( \mathbf{b}^e \) as well as the fact that \( \mathbf{Q} \) is an isotropic function of the stress tensor and hence its gradient and the stress tensor are also coaxial. It is then useful to expand \( q_a \) such that

\[
q_a = \frac{\partial \mathbf{Q}}{\partial \mathbf{p}} \frac{\partial \mathbf{p}}{\partial \tau_a} + \frac{\partial \mathbf{Q}}{\partial \mathbf{q}} \frac{\partial \mathbf{q}}{\partial \tau_a} + \frac{\partial \mathbf{Q}}{\partial \theta} \frac{\partial \theta}{\partial \tau_a}
\]

where we can easily show that

\[
\frac{\partial \mathbf{p}}{\partial \tau_a} = \frac{1}{3} \delta_a, \quad \frac{\partial \mathbf{q}}{\partial \tau_a} = \frac{\sqrt{3}}{2} \xi_a \mathbf{\hat{n}}_a, \quad \frac{\partial \theta}{\partial \tau_a} = \frac{(2 \csc 3\theta)}{\sqrt{6}} y_a
\]

where \( \delta_a = 1, \) and \( \xi_a \) for \( a = 1, 2, 3 \) are the eigenvalues of the deviatoric stress tensor \( \xi. \) Additionally,

\[
y_a = \frac{\partial y}{\partial \tau_a} = 3 \frac{z^2}{\chi^3} - 3 \frac{\text{tr}(\xi^2) \xi_a}{\chi^3} - \frac{\delta_a}{\chi}
\]

which we use to write \( q_a \) in more compact form

\[
q_a = \frac{1}{3} \delta_a \mathbf{Q} \delta_a + \frac{\sqrt{3}}{2} \xi_a \mathbf{Q} \mathbf{\hat{n}}_a + \frac{\partial q}{\partial \theta} \theta_a
\]

From Equations (9) and (13), we obtain

\[
\frac{\partial \mathbf{Q}}{\partial \mathbf{p}} = \beta \frac{\partial F}{\partial \mathbf{p}}, \quad \frac{\partial \mathbf{Q}}{\partial \mathbf{q}} = \mathbf{\zeta}, \quad \frac{\partial \mathbf{Q}}{\partial \theta} = \mathbf{\zeta}' q
\]

where we have used the volumetric nonassociativity parameter \( \beta := (1 - N)/(1 - \overline{N}). \) Thus,

\[
q_a = \frac{1}{3} \beta \delta_a F \delta_a + \frac{\sqrt{3}}{2} \xi_a Q \mathbf{\hat{n}}_a + \frac{\partial q}{\partial \theta} Q \theta_a
\]

from where we clearly see the volumetric and deviatoric nonassociativity in the plastic flow. Using the above expression for the yield surface, we calculate the derivatives

\[
\frac{\partial F}{\partial \mathbf{p}} = \frac{\eta - M}{1 - N}, \quad \frac{\partial F}{\partial \mathbf{q}} = \mathbf{\zeta}, \quad \frac{\partial F}{\partial \theta} = \mathbf{\zeta}' q
\]

It is now convenient to evaluate the second derivative of the plastic potential with respect to the stress tensor, as it will be used in the numerical implementation of the model. Here, we exploit the uncoupling between the volumetric and deviatoric terms in \( F \) and write

\[
q_{ab} = \frac{1}{2} \beta \epsilon_{pp}^2 F \delta_{ab} + \sqrt{3} \hat{c}_{q} Q \hat{n}_{ab} + \hat{c}_{b} Q \theta_{ab} + \epsilon_{ab0}^2 Q \theta_{a0} \theta_{b} + \sqrt{3} \hat{c}_{q0} Q (\hat{n}_{a} \theta_{b} + \theta_{a} \hat{n}_{b})
\]  

(25)

where from Equations (24) and (22), we obtain

\[
\hat{c}_{pp}^2 F = - \frac{M}{1 - N} \left( \frac{p}{\tilde{p}} \right)^{N/(1-N)}, \quad \hat{c}_{ab0}^2 Q = \tilde{q}^a q, \quad \hat{c}_{q0}^2 Q = \tilde{q}^a
\]  

(26)

Furthermore, from Equations (19), we obtain, respectively,

\[
\hat{n}_{ab} = \frac{1}{\chi} \left( \delta_{ab} - \frac{1}{3} \delta_{a} \delta_{b} - \hat{n}_{a} \hat{n}_{b} \right) \quad \text{and} \quad \theta_{ab} = - \left( \frac{2}{\sqrt{6}} \csc 3 \theta \right) y_{ab} - (3 \cot 3 \theta) \theta_{a} \theta_{b}
\]  

(27)

with

\[
y_{ab} = 6 \frac{\tilde{q}_{a} \delta_{ab}}{\chi^3} - 3 \frac{\text{tr} \tilde{q}^2}{\chi^5} \left( \delta_{ab} - \frac{1}{3} \delta_{a} \delta_{b} - 5 \tilde{q}_{a} \tilde{q}_{b} \right)
\]

\[
+ \frac{1}{\chi^3} (\delta_{a} \tilde{q}_{b} + \tilde{q}_{a} \delta_{b}) - \frac{9}{\chi^3} (\tilde{q}_{a} \tilde{q}_{b}) \quad \text{(no sum)}
\]  

(28)

2.2.1. Reduced dissipation inequality: the second law of thermodynamics. For perfect plasticity, the reduced dissipation inequality requires the stresses to perform nonnegative plastic incremental work [30], i.e.

\[
\mathcal{D}^p \equiv \tau : \mathbf{d}^p = \lambda \tau : \mathbf{q} = \frac{\lambda}{3} \sum_{a=1}^{3} \tau_{a} q_{a} \geq 0
\]  

(29)

Realizing that \( \sum_{a=1}^{3} \tau_{a} \theta_{a} = 0 \), we can write

\[
\mathcal{D}^p = \lambda (p \hat{c}_{p} Q + q \hat{c}_{q} Q) = - \lambda p \left( \frac{M - \eta}{1 - N} + \tilde{\eta} \right) \geq 0
\]  

(30)

where we have exploited the fact that at yield \( F = Q = 0 \). Since \( -\lambda p \geq 0 \) and \( 1 - \tilde{N} > 0 \), we require \( -\tilde{N} \eta + M \geq 0 \). Now, for a stress point on the yield surface, the relationship \( \tilde{N} \eta = \eta / \tilde{\eta} \) holds, hence,

\[
\mathcal{D}^p \geq 0 \Rightarrow - M \frac{\tilde{N} \eta}{\tilde{N}} \left[ 1 - (1 - N) \left( \frac{p}{\tilde{p}} \right)^{N/(1-N)} \right] + M \geq 0
\]  

(31)

It can be seen that the function inside the square brackets is a monotonically decreasing function and always less than unity for \( p \in [\pi_c, 0] \), where \( \pi_c = \pi_1 / (1 - N)^{(1-N)/N} \) is the preconsolidation pressure. Therefore, since \( M > 0 \) as it is a physical parameter, we get the condition \((\tilde{N} \eta)/(\tilde{N} \tilde{\eta}) < 1 \), which is satisfied at all times if

\[
\tilde{N} \leq N \quad \text{and} \quad \tilde{\eta} \leq \eta
\]  

(32)
The first condition was already derived by the authors in Reference [6] in the context of two-invariant plasticity, whereas the second condition is a by-product of the third invariant. Both restrictions derived above can be linked to the angle of friction and angle of dilation as $\tilde{N} \leq N$ implies lower dilatancy than that achieved from a volumetric associative flow rule. On the other hand, it is easy to show that the second condition requires $\rho \leq \tilde{\rho}$, and since

$$\rho \equiv \frac{3 - \sin \phi_c}{3 + \sin \phi_c} \quad \text{and} \quad \tilde{\rho} \equiv \frac{3 - \sin \psi_c}{3 + \sin \psi_c}$$

where $\phi_c$ is the angle of internal friction at critical and $\psi_c$ is the dilatancy angle at critical, it follows that

$$\psi_c \leq \phi_c$$

which is very much consistent with thermodynamic conditions found for Mohr–Coulomb or Drucker–Prager materials and experimental observations in geomaterials, see References [15, 31] for further elaboration.

**Remark 1**

Experimental evidence in granular materials seems to suggest deviatoric nonassociativity in these materials is not pronounced. Lade and Duncan [32] have shown that, for dense sands, the plastic strain rates are perpendicular to the yield surface on a deviatoric plane. Nevertheless, the formulation presented above is general and allows for deviatoric and volumetric nonassociativity.

### 2.3. Maximum plastic dilatancy, hardening law and the consistency condition

We recall the definitions for the volumetric and deviatoric plastic strain rate invariants, respectively,

$$\dot{\varepsilon}_v^P = \text{tr} \, \dot{\varepsilon}^P \quad \text{and} \quad \dot{\varepsilon}_s^P = \sqrt{\frac{2}{3}} \| \dot{\varepsilon}^P - \frac{1}{3} \dot{\varepsilon}_v^P 1 \|$$

Using the definitions above and Equations (16)–(17), and (21) we obtain

$$\dot{\varepsilon}_v^P = \lambda \sum_{a=1}^{3} q_a \quad \text{and} \quad \dot{\varepsilon}_s^P = \lambda \sqrt{\frac{2}{3}} \sum_{a=1}^{3} \tilde{q}_a^2$$

where we have $\sum_{a=1}^{3} q_a = \tilde{c}_p Q$, and $\tilde{q}_a = q_a - \frac{1}{2} \tilde{c}_p Q \delta_a$. Hence,

$$\dot{\varepsilon}_v^P = \lambda \beta \tilde{c}_p F \quad \text{and} \quad \dot{\varepsilon}_s^P = \lambda \sqrt{\frac{2}{3}} \Omega(q, 0)$$

with

$$\Omega(q) = \sqrt{\frac{3}{2} (\tilde{c}_q Q)^2 + (\tilde{c}_q Q)^2 [\tilde{\theta}_1^2 + \tilde{\theta}_2^2 + \tilde{\theta}_3^2]}$$

Now, we recall the definition of plastic dilatancy

$$D := \frac{\dot{\varepsilon}_v^P}{\dot{\varepsilon}_s^P} = \sqrt{\frac{3}{2} \beta \tilde{c}_p F \Omega}$$
which we can use to obtain the maximum dilatancy and thereby maximum stress ratio $\eta^*$ such that

$$D^* = \alpha \psi_i = \sqrt{\frac{3}{2}} \beta \frac{\eta^* - M}{(1 - N)\Omega}$$

(40)

After rearranging, we get $\eta^* = \sqrt{\frac{2}{3}} \beta \psi_i (1 - N)\Omega + M$, with $z = \beta \xi$ and $z \approx -3.5$ for sands. Recall the maximum plastic dilatancy is used to limit the amount of dilation in a sand specimen on the ‘wet’ side of the critical state line. As in the original model proposed by Been and Jefferies [7] and Jefferies [5], the maximum dilatancy is obtained through an empirical relation with the state parameter $\psi_i$, which is a distance between the specific volume of the sample and the specific volume at critical at the image pressure i.e.

$$\psi_i = v - v_{c0} + \hat{\lambda} \ln(-\pi_i)$$

(41)

where $v$ is the specific volume, $v_{c0}$ is the reference specific volume at unit pressure, and $\hat{\lambda}$ is the plastic compressibility index. All of these parameters emanate from the so-called critical state theory which postulates the existence of the critical state line. Inserting the above result into Equation (10) and solving for the corresponding limiting image pressure we get, cf. Reference [6],

$$\frac{\pi_i^N}{p} = \begin{cases} \exp(\sqrt{\frac{2}{3}} M \psi_i) & \text{if } N = 0 \\ (1 - \sqrt{\frac{2}{3}} \psi_i \Omega/M)^{(N-1)/N} & \text{if } 0 \leq N \leq N \neq 0 \end{cases}$$

(42)

Recall the hardening law, which relates the image pressure with the state of stress, the state parameter $\psi_i$, and the deviatoric component of plastic flow, i.e.

$$\dot{\pi}_i = h(\pi_i^N - \pi_i)\hat{\lambda}^0 = \sqrt{\frac{3}{2}} h \hat{\lambda}(\pi_i^N - \pi_i)\Omega$$

(43)

where $h$ is a constant material property, to be calibrated in the finite deformation regime.

Finally, for elastoplasticity the consistency condition necessitates

$$\dot{F} = \mathbf{f} : \dot{\mathbf{t}} - H \dot{\lambda} = 0, \quad \dot{\lambda} > 0$$

(44)

where $\mathbf{f} := \partial F / \partial \mathbf{t}$ and $H$ is the so-called hardening modulus defined as

$$H = -\frac{1}{\lambda} \frac{\partial F}{\partial \pi_i} = -\frac{1}{\lambda} \left(\frac{p}{\pi_i}\right)^{1/(1-N)} M \dot{\pi}_i$$

(45)

Since $p/\pi_i > 0$, the sign of the hardening modulus is governed by the sign of the image pressure rate: $H > 0$ if $\dot{\pi}_i < 0$ (expansion of the yield surface, hardening), $H < 0$ if $\dot{\pi}_i > 0$ (contraction of the yield surface, softening), and $H = 0$ if $\dot{\pi}_i = 0$ (perfect plasticity).

Remark 2

The continuum formulation presented above is a generalization of that presented in Reference [6]. In fact, when $\zeta = \tilde{\zeta} = 1 \forall \theta \in [0, \pi/3]$, all derivatives of $Q$ with respect to $\theta$ drop out, and with $\Omega = \sqrt{3/2}$ we recover the original two-invariant version of the model.
3. NUMERICAL IMPLEMENTATION

We perform a numerical stress point integration based on the product formula algorithm similar to that proposed by Simo [33]. However, here we perform the return mapping in the elastic principal stretch directions to accommodate for nonlinear elasticity. Note that the algorithm provides a closed-form expression for the consistent tangent operator (CTO). The numerical implementation developed below is summarized in Boxes 1 and 2. Box 1 presents a summary of the evolution equations used in the local return mapping, whose recipe is presented in turn in Box 2.

Box 1. Summary of rate equations in three-invariant elastoplastic model for sands.

1. Additive velocity gradient: \( \mathbf{1} = \mathbf{I} + \mathbf{P} \implies \mathbf{d} = \mathbf{d}^e + \mathbf{d}^P 
2. Hyperelastic rate equations: \( \mathcal{L}_v(\varphi) = \mathbf{e}^e : \mathbf{e}^e, \mathbf{e}^e = 4\mathbf{b}^e \cdot \partial \Psi / (\partial \mathbf{b}^e \otimes \partial \mathbf{b}^e) \cdot \mathbf{b}^e 
3. Nonassociative flow rule: \( \mathbf{d}^P = \text{sym} \mathbf{P} = \dot{\lambda} \mathbf{q}, \omega^P = \text{skw} \mathbf{P} = 0 
4. State parameter: \( \dot{\pi}_i = \dot{\mathbf{v}} + \Delta \mathbf{a} / \pi_i 
5. Hardening law: \( \pi_i = \sqrt[3]{\frac{2}{3} h \dot{\lambda} (\pi_i^* - \pi_i)} \Omega 
6. Consistency condition: \( \mathbf{f} : \dot{\mathbf{v}} - H \dot{\lambda} = 0 
7. Kuhn–Tucker optimality conditions: \( \dot{\lambda} \geq 0, F \leq 0, \dot{\lambda} F = 0 

Box 2. Return mapping algorithm for three-invariant elastoplastic model for sands.

1. Elastic deformation predictor: \( \mathbf{b} = \mathbf{f}_{n+1} \cdot \mathbf{b}_n^* \cdot \mathbf{f}_{n+1}^t 
2. Elastic stress predictor: \( \mathbf{b}_n^* = 2 \partial \Psi / \partial \mathbf{b} \cdot \mathbf{b}^c = \pi_{i,n} 
3. Check if yielding: \( F(\mathbf{r}^t, \pi^t) \geq 0? 
   a. No, set \( \mathbf{b}_n^* = \mathbf{b}_n^t, \mathbf{r}_n^t = \pi_{i,n} \text{ and exit} 
4. Yes, initialize \( \Delta \lambda = 0, \text{ build residual } \mathbf{r}(\mathbf{x}) \text{ and iterate for } \mathbf{x} \text{ (steps 5–8)} 
5. Spectral decomposition: \( \mathbf{b} = \sum_{a=1}^{3} \hat{\lambda}_a \mathbf{m}_a 
6. Plastic corrector in principal logarithmic stretches: \( \hat{\lambda}_a^c = \ln \hat{\lambda}_a, \tau_{i,a} = \hat{\lambda}_a^c - \Delta \hat{\lambda}_a, \tau_{i,a} = \partial \Psi / \partial \hat{\lambda}_a 	ext{ for } a = 1, 2, 3 
7. Update plastic internal variable \( \pi_i: 
   a. Total deformation gradient: \( \mathbf{F} = \mathbf{f}_{n+1} \cdot \mathbf{F}_n 
   b. Specific volume: \( v = v_0 \det \mathbf{F} = v_0 J 
   c. Initialize \( \pi_i = \pi_{i,n} \text{ and iterate for } \pi_i \text{ (steps 7d–f)} 
   d. State parameter: \( \psi_i = v - v_{c0} + \dot{\lambda} \ln (-\pi_i) 
   e. Limit hardening plastic variable: 
      \( \pi_i = p \times 
      \begin{cases} 
      \exp(\sqrt{2/3}/M \psi_{i} \Omega) & \text{if } \overline{N} = N = 0 \\
      (1 - \sqrt{2/3} \psi_{i} \Omega N/M)^{(N-1)/N} & \text{if } 0 \leq \overline{N} \leq N \neq 0 
      \end{cases} 
   f. Plastic internal variable: \( \pi_i = \pi_{i,n} + \sqrt{2/3} h \Delta \lambda (\pi_i^* - \pi_i) \Omega 
8. Discrete consistency condition: \( F(p, q, \theta, \pi_i) = 0 
9. Spectral resolution: \( \mathbf{b}_i^c = \sum_{a=1}^{3} \hat{\lambda}_a^{c} \mathbf{m}_a 

3.1. Local return mapping algorithm

Recall the definition of the elastic left Cauchy–Green deformation tensor given in Equation (2)_2. From this expression we obtain the trial elastic left Cauchy–Green deformation tensor at time station \( t_{n+1} \) by freezing plastic flow i.e.

\[
\mathbf{b}^\text{el} \equiv \bar{\mathbf{b}} = \mathbf{f}_{n+1} \cdot \mathbf{b}^e \cdot \mathbf{f}_{n+1}^t, \quad \mathbf{f}_{n+1} = \frac{\partial \mathbf{x}_{n+1}}{\partial \mathbf{x}_n}
\]  

(46)

Using the results presented in Reference [33], the trial elastic deformation tensor can be related to the elastic deformation tensor via the exponential approximation

\[
\mathbf{b}^e = \exp(-2\Delta \lambda \mathbf{q}) \cdot \bar{\mathbf{b}}
\]  

(47)

hence, \( \varepsilon_a = \varepsilon_a^{\text{el}} - \Delta \lambda q_a \) and where \( \varepsilon_a^{\text{el}} \equiv \tilde{\varepsilon}_a \) for \( a = 1, 2, 3 \). From these results in principal logarithmic stretches and utilizing the yield criterion, we formulate the residual vector \[6, 15, 34,\]

\[
\mathbf{r}(\mathbf{x}) = \begin{bmatrix}
\varepsilon_1^e - \varepsilon_1^{\text{el}} + \Delta \lambda q_1 \\
\varepsilon_2^e - \varepsilon_2^{\text{el}} + \Delta \lambda q_2 \\
\varepsilon_3^e - \varepsilon_3^{\text{el}} + \Delta \lambda q_3 \\
\mathbf{F}
\end{bmatrix}
\]  

(48)

with \( \mathbf{x} = \begin{bmatrix}
\varepsilon_1^e \\
\varepsilon_2^e \\
\varepsilon_3^e \\
\Delta \lambda
\end{bmatrix} \)

as the vector of local unknowns. The Newton–Raphson scheme necessitates the Jacobian

\[
\mathbf{r}'(\mathbf{x}) =
\begin{bmatrix}
1 + \Delta \lambda \partial q_1 / \partial \varepsilon_1^e & \Delta \lambda \partial q_1 / \partial \varepsilon_2^e & \Delta \lambda \partial q_1 / \partial \varepsilon_3^e & q_1 + \Delta \lambda \partial q_1 / \partial \Delta \lambda \\
\Delta \lambda \partial q_2 / \partial \varepsilon_1^e & 1 + \Delta \lambda \partial q_2 / \partial \varepsilon_2^e & \Delta \lambda \partial q_2 / \partial \varepsilon_3^e & q_2 + \Delta \lambda \partial q_2 / \partial \Delta \lambda \\
\Delta \lambda \partial q_3 / \partial \varepsilon_1^e & \Delta \lambda \partial q_3 / \partial \varepsilon_2^e & 1 + \Delta \lambda \partial q_3 / \partial \varepsilon_3^e & q_3 + \Delta \lambda \partial q_3 / \partial \Delta \lambda \\
\partial \mathbf{F} / \partial \varepsilon_1^e & \partial \mathbf{F} / \partial \varepsilon_2^e & \partial \mathbf{F} / \partial \varepsilon_3^e & \partial \mathbf{F} / \partial \Delta \lambda
\end{bmatrix}
\]  

(49)

The local tangent operator is fully defined once the quantities \( \partial q_a / \partial \varepsilon_b, \partial q_a / \partial \Delta \lambda, \partial \mathbf{F} / \partial \varepsilon_a \) for \( a, b = 1, 2, 3 \), and \( \partial \mathbf{F} / \partial \Delta \lambda \) are thoroughly computed. We compute these essential derivatives in what follows.

Let us start by calculating the gradient

\[
\frac{\partial q_a}{\partial \varepsilon_b} = q_{ac} a^e_{cb} + \frac{\partial q_a}{\partial \pi_i} \frac{\partial \pi_i}{\partial \varepsilon_b}
\]  

(50)

where \( a^e_{ab} := \partial \varepsilon_a / \partial \varepsilon_b^e \) is the elastic continuum tangent operator in principal directions. Also, we have

\[
\frac{\partial q_a}{\partial \pi_i} = \frac{1}{3} B \frac{\partial^2 F}{\partial p \pi_i} \delta_a + \frac{1}{3} B \frac{\partial^2 F}{\partial p \pi_i} \delta_a, \quad \frac{\partial^2 F}{\partial p \pi_i} = \frac{1}{1 - N} \frac{M}{\pi_i} \left( \frac{p}{\pi_i} \right)^{1/(1-N)}
\]  

(51)

The last term of Equation (50) is furnished by the hardening law, which we recall from Equation (43) and then integrate with a Backward Euler scheme to get

\[
\pi_i = \pi_{i,n} + \sqrt{T} h \Delta \lambda (\pi_i^* - \pi_i) \Omega
\]  

(52)
where $\pi_{i,n}$ is the converged value of the image pressure at the previous time step $t_n$. Therefore,

$$
\left(1 + \sqrt{\frac{2}{3} h \Delta \lambda \Omega} \right) \frac{\partial \pi_i}{\partial \tau_a} = \sqrt{\frac{2}{3} h \Delta \lambda} \left[ \left( \frac{\partial \pi_i^*}{\partial \tau_a} \frac{\partial e_b^c}{\partial \tau_a} + \frac{\partial \pi_i^*}{\partial \psi_i} \frac{\partial e_b^c}{\partial \psi_i} \right) \Omega + (\pi_i^* - \pi_i) \Omega \frac{\partial e_b^c}{\partial \tau_a} \right]
$$

(53)

where we have

$$
\frac{\partial \pi_i^*}{\partial \tau_a} = \frac{1}{3} \frac{\pi_i^*}{p} \tilde{\delta}_a + (1 - N) \frac{\pi_i^*}{M - \sqrt{2/3 \tilde{\psi}_i \Omega} \sqrt{2/3 \tilde{\psi}_i \Omega}}
$$

(54)

and

$$
\Omega_a = \frac{1}{\Omega} \left[ \frac{3}{2} \tilde{\psi}_i \theta_a + \tilde{\psi}_i (\tilde{\psi}_i \theta_a + \sqrt{\frac{3}{2} \tilde{\psi}_i \Omega}) \tilde{\psi}_i \delta_c + (\tilde{\psi}_i \Omega) \tilde{\psi}_i \theta_c \right]
$$

(55)

Finally, recalling the definition of $\psi_i$, we obtain

$$
\frac{\partial \pi_i^*}{\partial \psi_i} = \sqrt{\frac{2}{3} \tilde{\psi}_i \Omega (1 - N)} \frac{\pi_i^*}{M - \sqrt{2/3 \tilde{\psi}_i \Omega} \Omega} \Omega_a = \frac{\lambda}{\pi_i} \frac{\partial \pi_i}{\partial \tau_a}
$$

(56)

and

$$
\frac{\partial \pi_i^*}{\partial e_b^c} = \frac{\lambda}{\pi_i} \frac{\partial e_b^c}{\partial \tau_a}
$$

(57)

Therefore,

$$
\frac{\partial \pi_i}{\partial \tau_a} = e^{-1} \sqrt{\frac{2}{3} h \Delta \lambda} \left[ \Omega \frac{\partial \pi_i^*}{\partial \tau_a} + (\pi_i^* - \pi_i) \Omega_a \right] \frac{\partial e_b^c}{\partial \tau_a}
$$

(58)

where $c = 1 + \sqrt{\frac{2}{3} h \Delta \lambda \Omega} (1 - \frac{\lambda}{\pi_i} \frac{\partial \pi_i^*}{\partial \psi_i})$.

It is only left for us to evaluate the derivatives $\partial q_a / \partial \Delta \lambda$, $\partial F / \partial \psi_i$, and $\partial F / \partial \Delta \lambda$. By the chain rule, we have

$$
\frac{\partial q_a}{\partial \Delta \lambda} = \frac{\partial q_a}{\partial \pi_i} e^{-1} \sqrt{\frac{2}{3} h \Omega (\pi_i^* - \pi_i)}
$$

(59)

Finally, we compute

$$
\frac{\partial F}{\partial e_b^c} = f_a \frac{\partial e_b^c}{\partial \tau_a} + \frac{\partial F}{\partial \pi_i} \frac{\partial \pi_i}{\partial \tau_a} \frac{\partial \pi_i}{\partial \psi_i} \frac{\partial e_b^c}{\partial \psi_i} \frac{\partial \pi_i}{\partial \Delta \lambda}
$$

(59)

where

$$
f_a = \frac{\partial F}{\partial \tau_a} = \frac{1}{3} \partial_p F \delta_a + \sqrt{\frac{3}{2} \tilde{\psi}_i \Omega} \tilde{\psi}_i \theta_a + \tilde{\psi}_i \Omega \tilde{\psi}_i \theta_a \frac{\partial F}{\partial \pi_i} = \frac{1}{\pi_i} \left( \frac{p}{\pi_i} \right)^{1/(1-N)}
$$

(60)

In addition to the above local iterative scheme, one sub-local scheme is necessary to solve for $\pi_i$ as it is a nonlinear function of the state of stress, and the state parameter $\psi_i$. This is easily accomplished by introducing the scalar residual

$$
r(\pi_i) = \pi_i - \pi_{i,n} - \sqrt{\frac{2}{3} h \Delta \lambda \Omega (\pi_i^* - \pi_i)}
$$

(61)
with the scalar tangent operator
\[ r'(\pi_i) = 1 + \sqrt{\frac{2}{3}h\Delta \Omega} \left( 1 - \frac{\hat{\pi}_i}{\pi_i} \frac{\hat{\psi}_i}{\psi_i} \right) \] (62)

Once the sub-local loop is finished and a value for \( \pi_i \) is obtained, then \( \psi_i \) and \( \pi_i^s \) can be evaluated and the solution algorithm can proceed to the local Newton–Raphson scheme presented above.

3.2. Consistent tangent in principal directions

Let us start by deriving the elastic tangent in principal directions \( a_{ab}^e \). Recall the hyperelastic formulation presented in Section 2.1. We have the strain energy function \( \Psi(e_i^e, \varepsilon_i^e) \) from which the Kirchhoff stress tensor is obtained such that
\[ \tau_a = 2 \frac{\partial \Psi}{\partial e_i^e} \hat{\varepsilon}_a^e = \frac{\partial \Psi}{\partial \varepsilon_i^e} = \frac{1}{3} p \delta_a + \sqrt{\frac{2}{3}} q \hat{n}_a \ (\text{no sum}) \] (63)

where we have used the definitions \( p = \partial \Psi / \partial e_i^e \) and \( q = \partial \Psi / \partial \varepsilon_i^e \). Hence,
\[ a_{ab}^e = K^e \delta_a \delta_b + 2\mu^e (\delta_{ab} - \frac{1}{3} \delta_a \delta_b) + \sqrt{\frac{2}{3}} d^e (\delta_a \hat{n}_b + \hat{n}_a \delta_b) \] (64)

where \( K^e := \partial p / \partial e_i^e \) is the elastic bulk modulus, \( 3\mu^e := \partial q / \partial \varepsilon_i^e \) where \( \mu^e \) is the elastic shear modulus, and \( d^e := \partial^2 \Psi / (\partial \varepsilon_i^e \partial \varepsilon_i^e) \).

Now, let us define \( \tilde{a}_{ab}^e := \partial \tau_a / \partial \varepsilon_b \) as the consistent tangent in principal directions, which we can evaluate with the help of the converged local residual vector \( \mathbf{r}(\mathbf{x}) = 0 \) and by the chain rule. Specifically,
\[ \tilde{a}_{ab}^e = a_{ac}^e a_{cb}^p \quad \text{with} \quad a_{cb}^p = \frac{\partial e_i^e}{\partial \varepsilon_b} \] (65)

We can then recall the converged local residual vector \( \mathbf{r}(\mathbf{x}) = 0 \) and by the chain rule obtain
\[ \frac{\partial x_i}{\partial \varepsilon_a} = -b_{ij} \frac{\partial r_j}{\partial \varepsilon_a} \bigg|_x \] (66)

where \( b := [r']^{-1} \) and therefore
\[ a_{ab}^p = b_{ac} \left( \delta_{cb} - \Delta \lambda \frac{\partial q_c}{\partial \varepsilon_b} \bigg|_x \right) - b_{a4} \frac{\partial F}{\partial \varepsilon_b} \bigg|_x \quad \text{for} \ a, b, c = 1, 2, 3 \] (67)

We also have
\[ \frac{\partial q_a}{\partial \varepsilon_b} \bigg|_x = \frac{\partial q_a}{\partial \pi_i} \frac{\partial \pi_i}{\partial \varepsilon_b} \bigg|_x \quad \text{and} \quad \frac{\partial F}{\partial \varepsilon_b} \bigg|_x = \frac{\partial F}{\partial \pi_i} \frac{\partial \pi_i}{\partial \varepsilon_b} \bigg|_x \] (68)

where
\[ \frac{\partial \pi_i}{\partial \varepsilon_a} \bigg|_x = c^{-1} \sqrt{\frac{2}{3}h\Delta \Omega} \frac{\partial \pi_i^s}{\partial \psi_i} \delta_a \] (69)
We note that in the special case of pure elasticity, the tangent \( \tilde{\alpha}^{\text{p}}_{ab} \equiv \delta_{ab} \) and thus, \( \tilde{\alpha}^{\text{ep}}_{ab} \equiv \alpha^{\text{e}}_{ab} \). It will be shown in the next section, that the consistent tangent in principal directions contributes to the global consistent tangent operator, which for this particular class of return mapping algorithm can be obtained in closed-form.

4. CONSISTENT TANGENT OPERATORS IN SPECTRAL FORM BASED ON LIE DERIVATIVES

It is generally recognized that a consistent linearization of the so-called weak form of balance of linear momentum is critical for optimal performance of an iterative algorithm [20, 35, 36]. In particular, in the presence of nonlinear kinematics the concept of directional derivatives plays a key role in the linearization process. We proceed to developing the CTO for the case of elastoplasticity. For the elastoplastic formulation, isotropy (i.e. \( \Psi = \Psi(\lambda^1, \lambda^2, \lambda^3) \)) furnishes a connection between the elastic and trial kinematical quantities and consequently, it is a crucial component in our developments. The result hinges on two main results.

**Proposition 1**

The Kirchhoff stress tensor can be obtained using the trial elastic left Cauchy–Green deformation tensor \( \mathbf{b}^{\text{tr}} \equiv \mathbf{b} := \tilde{\mathbf{F}} \cdot \tilde{\mathbf{F}}^t \), i.e.

\[
\tau = 2 \frac{\partial \tilde{\Psi}}{\partial \mathbf{b}} \cdot \mathbf{b} \tag{70}
\]

where \( \mathbf{F}^{\text{tr}} \equiv \tilde{\mathbf{F}} = \sum_{a=1}^{3} \tilde{\lambda}^a \mathbf{n}^a \otimes \mathbf{N}^a \) is the trial elastic deformation gradient.

**Proof**

By definition,

\[
\tau = 2 \frac{\partial \Psi(\mathbf{b}^c)}{\partial \mathbf{b}^c} \cdot \mathbf{b}^c \tag{71}
\]

We also know that we can decompose \( \tilde{\mathbf{b}} \) and \( \mathbf{b}^c \) spectrally and obtain, respectively

\[
\tilde{\mathbf{b}} = \sum_{a=1}^{3} \tilde{\lambda}^a \mathbf{m}^a \quad \text{and} \quad \mathbf{b}^c = \sum_{a=1}^{3} \lambda^c_a \mathbf{m}^a \tag{72}
\]

where we note the fact that the tensors \( \tilde{\mathbf{b}} \) and \( \mathbf{b}^c \) have the same eigenvectors, a by-product of the return mapping algorithm. Then we use Equations (71) and (72) along with the chain rule and write

\[
\tau = 2 \sum_{a=1}^{3} \frac{\partial \tilde{\Psi}}{\partial \lambda^2_a} \frac{\partial \lambda^2_a}{\partial \lambda^2_a} \lambda^c_a \mathbf{m}^a = 2 \sum_{a=1}^{3} \frac{\partial \tilde{\Psi}}{\partial \lambda^2_a} \lambda^2_a \mathbf{m}^a = 2 \frac{\partial \tilde{\Psi}}{\partial \mathbf{b}} \cdot \tilde{\mathbf{b}} \tag{73}
\]

where we have exploited the algorithmic relationship between \( \lambda^2_a \) and \( \tilde{\lambda}^a \) (cf. Equation (4.5,b) in Reference [33]) and the isotropy of the strain-energy function. \( \square \)
Proposition 2

Define the trial elastic right Cauchy–Green deformation tensor \( \tilde{C} := \tilde{F}^t \cdot \tilde{F} \), then

\[
\tau = 2 \frac{\partial \tilde{\Psi}}{\partial \tilde{b}} \cdot \tilde{b} = 2 \tilde{F} \cdot \frac{\partial \tilde{\Psi}}{\partial \tilde{C}} \cdot \tilde{F}^t = \tilde{F} \cdot S \cdot \tilde{F}^t
\]

\( (74) \)

**Proof**

This is a standard result in continuum mechanics, but we will prove it here for completeness. We start by taking the time derivative of the strain-energy function

\[
\dot{\Psi} = \frac{\partial \tilde{\Psi}}{\partial \tilde{b}} : \dot{\tilde{b}} = \frac{\partial \tilde{\Psi}}{\partial \tilde{C}} : \dot{\tilde{C}}
\]

\[
= 2 \left[ \frac{\partial \tilde{\Psi}}{\partial \tilde{b}} \cdot \dot{\tilde{F}} \right] : \dot{\tilde{F}} = 2 \left[ \dot{\tilde{F}} \cdot \frac{\partial \tilde{\Psi}}{\partial \tilde{C}} \right] : \dot{\tilde{F}}
\]

\( (75) \)

where we have exploited the symmetries of \( \tilde{b} \) and \( \tilde{C} \), the isotropy of \( \tilde{\Psi} \), and the chain rule. Consequently, since the expression above must hold for all \( \tilde{F} \), we conclude \( \partial \tilde{\Psi} / \partial \tilde{b} = \tilde{F} \cdot \partial \tilde{\Psi} / \partial \tilde{C} \cdot \tilde{F}^{-1} \), from where Equation \( (74) \) follows.

With Equations \( (70) \) and \( (74) \), it is then easy to obtain a closed-form expression for the CTO by utilizing the spectral decomposition approach along with the relationship between the material time derivative and the Lie derivative of the Kirchhoff stress tensor. We start by taking the material time derivative of the Kirchhoff stress tensor

\[
\dot{\tilde{\tau}} = \frac{\partial}{\partial t} (\tilde{F} \cdot \tilde{S} \cdot \tilde{F}^t)
\]

\[
\dot{\tilde{\tau}} = \dot{\tilde{F}} \cdot \tilde{S} \cdot \tilde{F}^t + \tilde{F} \cdot \dot{\tilde{S}} \cdot \tilde{F}^t + \tilde{F} \cdot \tilde{S} \cdot \dot{\tilde{F}}^t + \tilde{F} \cdot \frac{\partial \tilde{S}}{\partial \tilde{C}} : \dot{\tilde{C}} \cdot \tilde{F}^t
\]

\( (76) \)

It is then necessary to explicate all three terms above. We recall \( \tilde{F} = \tilde{F} \cdot \tilde{F}^{p - 1} \) and thus \( \dot{\tilde{F}} = \dot{\tilde{F}} \cdot \tilde{F}^{p - 1} = 1 \cdot \dot{\tilde{F}} \), where \( \tilde{F}^{p - 1} \) is the plastic deformation gradient at time \( t_p \). Using this result, we can calculate

\[
\dot{\tilde{C}} = \dot{\tilde{F}}^t \cdot 1 \cdot \tilde{F} + \tilde{F}^t \cdot 1 \cdot \dot{\tilde{F}} + 2 \tilde{F} \cdot \dot{\tilde{d}} \cdot \tilde{F}
\]

\( (77) \)

It is now possible to rewrite Equation \( (76) \) as

\[
\dot{\tilde{\tau}} = 1 \cdot \tau + \tau \cdot 1 \cdot \dot{\tilde{C}} : \tilde{d}
\]

\( (78) \)

where we identify \( \mathcal{L}_\gamma (\tau) = \tilde{c} : \tilde{d} \) and

\[
\tilde{c}_{ijkl} = 2 \tilde{F}_{i\ell} \tilde{F}_{j\ell} \tilde{F}_{k\ell} \tilde{F}_{l\ell} \tilde{A}_{ijkl}
\]

\( (79) \)
It is clear that since \( \bar{\Psi} = \Psi(\ddot{\lambda}_1, \check{\lambda}_2, \check{\lambda}_3) \), then it follows that \( \ddot{\bar{\mathbf{S}}} = \sum_{a=1}^{3} \ddot{\bar{S}}_a \mathbf{M}^a \) and \( \ddot{\mathbf{C}} = \sum_{a=1}^{3} \ddot{C}_a \mathbf{M}^a \) are coaxial and consequently

\[
\ddot{\mathbf{A}} = \sum_{a=1}^{3} \sum_{b=1}^{3} \frac{\ddot{S}_a}{\ddot{\lambda}_b} \mathbf{M}^a \otimes \mathbf{M}^b + \frac{1}{2} \sum_{a=1}^{3} \sum_{b \neq a} \frac{\ddot{S}_b - \ddot{S}_a}{\ddot{\lambda}_b - \ddot{\lambda}_a} (\mathbf{M}^{ab} \otimes \mathbf{M}^{ab} + \mathbf{M}^{ab} \otimes \mathbf{M}^{ba})
\]

(80)

and therefore, by pushing \( \ddot{\mathbf{A}} \) forward with Equation (79) and using the fact that \( \ddot{\lambda}_a \ddot{S}_a = \tau_a \) we obtain

\[
\ddot{\mathbf{c}} = \sum_{a=1}^{3} \sum_{b=1}^{3} (\ddot{c}_{ab}^{ep} - 2\tau_a \delta_{ab}) \mathbf{m}^a \otimes \mathbf{m}^b + \sum_{a=1}^{3} \sum_{b \neq a} \frac{\ddot{\tau}_b \ddot{\lambda}_a - \ddot{\tau}_a \ddot{\lambda}_b}{\ddot{\lambda}_b - \ddot{\lambda}_a} (\mathbf{m}^{ab} \otimes \mathbf{m}^{ab} + \mathbf{m}^{ab} \otimes \mathbf{m}^{ba})
\]

(81)

where \( \ddot{c}_{ab}^{ep} := \ddot{c}_{ab}/\ddot{\lambda}_b, \ddot{\tau}_b := \ln \ddot{\lambda}_b \), and where \( \mathbf{M}^a := \mathbf{N}^a \otimes \mathbf{N}^a, \mathbf{M}^{ab} := \mathbf{N}^a \otimes \mathbf{N}^b \) and \( \mathbf{m}^{ab} := \mathbf{n}^a \otimes \mathbf{n}^b \). We observe from Equation (81) that the CTO possesses minor symmetries but lacks major symmetry if \( \ddot{c}_{ab}^{ep} \neq \ddot{c}_{ba}^{ep} \), which is certainly the case for nonassociative plasticity or when the integration algorithm destroys the symmetry of the tangent operator [12, 37].

5. SEARCH ALGORITHM IN PRINCIPAL STRESS SPACE

Consider the expression for the total tangent operator i.e. \( \mathbf{a}^{ep} = \mathbf{c}^{ep} + \tau \otimes \mathbf{1} \), where the elastoplastic tangent operator is form-identical to the CTO derived above, namely,

\[
\mathbf{c}^{ep} = \sum_{a=1}^{3} \sum_{b=1}^{3} c_{ab}^{ep} \mathbf{m}^a \otimes \mathbf{m}^b + \sum_{a=1}^{3} \sum_{b \neq a} \gamma_{ab} (\mathbf{m}^{ab} \otimes \mathbf{m}^{ab} + \mathbf{m}^{ab} \otimes \mathbf{m}^{ba})
\]

(82)

We use this operator in defining the Eulerian acoustic tensor for nonlinear kinematics [18]

\[
A_{ik} = n_i c_{ij}^{ep} n_j
\]

(83)

where \( n_i \) for \( i = 1, 2, 3 \) are the components of the unit vector \( \mathbf{n} \) normal to an impending shear band in the current configuration. Since the principal directions of the stress tensor \( \tau \) span \( \mathbb{R}^3 \), we can construct any vector as a linear combination of these eigenvectors. Specifically,

\[
\mathbf{n} = \sum_{a=1}^{3} \xi_a \mathbf{n}^a
\]

(84)

which we can then combine with (83) and (82) to get the spectral components of the acoustic tensor

\[
\ddot{\mathbf{A}}_{ab} = \begin{cases} 
\ddot{\xi}_a c_{aa}^{ep} + \sigma + \sum_{c \neq a} \ddot{\xi}_c \gamma_{ca} & \text{if } a = b \\
\ddot{\xi}_a (c_{ab}^{ep} + \gamma_{ab}) \ddot{\xi}_b & \text{if } a \neq b
\end{cases}
\]

(85)

where \( \sigma := \mathbf{n} \cdot \tau \cdot \mathbf{n} \) is the component of the stress tensor normal to the shear band and \( \ddot{\mathbf{A}}_{ab} := \mathbf{n}^a \cdot \mathbf{A} \cdot \mathbf{n}^b \) are the components of the acoustic tensor in principal direction basis.
We recall that a necessary condition for localization is [6, 18, 38],
\[ \mathcal{F}(A) = \inf_n \det(A) = 0 \]  
(86)
Note that the determinant of a second-order tensor is an invariant quantity under rotations, i.e. \( \det(A) = \det(\hat{A}) \), so this allows us to use the spectral form of the acoustic tensor only. Defining \( f = \det(\hat{A}) \), the localization condition can be rewritten in the equivalent form
\[ \frac{\partial f}{\partial x_a} = 0, \quad a = 1, 2, 3 \]  
(87)
which provides three optimality conditions that need to be satisfied in order to obtain a local minimum. We can further reduce the number of unknowns by introducing the spherical coordinates \( (\theta, \phi, \|n\|_2) \) in principal space (see Figure 2). We require \( \|n\|_2 = 1 \), which introduces a trivial constraint on the system. Some algorithms use this constraint in the framework of Lagrange multipliers to solve for \( \mathcal{F} \) (e.g. see Reference [39]).

From Figure 2, we have the coordinate relations
\[ x_1 = \sin \theta \sin \phi, \quad x_2 = \cos \phi, \quad x_3 = \cos \theta \sin \phi \]  
(88)
We can then use these relations to rewrite the localization condition by defining the vector \( \beta = (\theta, \phi)^t \), and by the chain rule,
\[ \frac{\partial f}{\partial \beta_i} = 3 \sum_{a=1}^{3} \frac{\partial f}{\partial x_a} \frac{\partial x_a}{\partial \beta_i} = 0, \quad i = 1, 2 \]  
(89)
Due to the highly nonlinear nature of the optimality conditions in Equation (89), we resort to a Newton–Raphson iterative procedure by expanding the residual around a previous iteration.
and equating it to zero i.e.

\[
\frac{\partial f}{\partial \beta} \bigg|_{k+1} \approx \frac{\partial f}{\partial \beta} \bigg|_{k} + \frac{\partial^2 f}{\partial \beta \partial \beta} \bigg|_{k} \cdot (\beta_{k+1} - \beta_{k}) = 0
\]  

(90)

and hence

\[
\Delta \beta = -\left( \frac{\partial^2 f}{\partial \beta \partial \beta} \bigg|_{k} \right)^{-1} \cdot \left( \frac{\partial f}{\partial \beta} \bigg|_{k} \right)
\]  

(91)

The first approximation \( \beta_0 \) is furnished by a coarse sweep over half a unit ball, i.e. \([0, \pi] \times [0, \pi] \), where the global minimum of the function \( f \) is attained.

Now, it remains to explicate the right-hand side of Equation (91). Using the fact that \( \partial \det(\hat{A})/\partial \hat{A} = \det(\hat{A}) \hat{A}^{-1} \), along with the chain rule, we get

\[
\frac{\partial f}{\partial \beta} = f \hat{A}^{-1} : \frac{\partial \hat{A}}{\partial \alpha} \cdot \frac{\partial \alpha}{\partial \beta}
\]  

(92)

where \( \hat{A} \hat{A}^{-1} \) is a third-order tensor with components (cf. Equation (85))

\[
\frac{\partial \hat{A}_{ab}}{\partial \alpha_c} = \begin{cases} 2x_a \delta_{ac} c_{ba} + 2x_c \tau_{ac} + 2x_c \gamma_{ca} & \text{if } a = b \\ \delta_{ac} (c_{ab} + \gamma_{ab}) \alpha_b + \alpha_c (c_{ab} + \gamma_{ab}) \delta_{bc} & \text{if } a \neq b \\ \end{cases}
\]  

(93)

with \( \delta_{ab} \) being the Kronecker delta. Further, the components of the matrix \( \partial \alpha/\partial \beta \) can be easily computed to yield

\[
\frac{\partial \alpha}{\partial \beta} = \begin{bmatrix} \frac{\partial \alpha_1}{\partial \beta} & \frac{\partial \alpha_2}{\partial \beta} & \frac{\partial \alpha_3}{\partial \beta} \end{bmatrix}
\]  

(94)

The Jacobian matrix can be calculated with the aid of the chain rule as

\[
\frac{\partial^2 f}{\partial \beta \partial \beta} = \frac{\partial \alpha}{\partial \beta} \cdot \frac{\partial \alpha}{\partial \alpha} \cdot \frac{\partial f}{\partial \alpha} + \frac{\partial f}{\partial \alpha} \cdot \frac{\partial^2 \alpha}{\partial \alpha \partial \alpha}
\]  

(95)

where

\[
J = f \left[ \left( \hat{A}^{-1} : \frac{\partial \hat{A}}{\partial \alpha} \right) \otimes \left( \hat{A}^{-1} : \frac{\partial \hat{A}}{\partial \alpha} \right) - \frac{\partial \hat{A}}{\partial \alpha} \cdot \hat{A}^{-1} \otimes \hat{A}^{-1} : \frac{\partial \hat{A}}{\partial \alpha} + \hat{A}^{-1} : \frac{\partial^2 \hat{A}}{\partial \alpha \partial \alpha} \right]
\]  

(96)

Finally, the fourth-order tensor \( \partial \hat{A} \hat{A}^{-1} / (\partial \alpha \partial \alpha) \) can be written in component form as

\[
\frac{1}{2} \frac{\partial \hat{A}_{ab}}{\partial \alpha_c} = \begin{cases} \delta_{ac} \delta_{bd} c_{ba} + \delta_{cd} \tau_{ac} + \delta_{cd} \gamma_{ca} & \text{if } a = b \\ (c_{ab} + \gamma_{ab}) \mathcal{I}_{abcd} & \text{if } a \neq b \\ \end{cases}
\]  

(97)

where \( \mathcal{I}_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc}) \) is the fourth-order identity tensor.
Note that the tensors presented in Equations (93) and (97) are very sparse, thus making the assembly of the residual vector and the Jacobian matrix very straightforward. Also, the Hessian matrix in (97) is only calculated once in the algorithm as it is not a function of the $\gamma_a$'s. At this point, it is easy to recognize the importance of the fact that since the algorithm is based on Newton–Raphson scheme, asymptotic quadratic rate of convergence is achieved and as a result the algorithm only needs to iterate a few times to find the global minimum, provided, of course, that the first guess is close enough to the solution.

It has been shown by several researchers that for a wide class of elastoplastic models, at least one of the $\gamma_a$'s is zero and therefore the search only needs to take place on the principal planes [38,40–42]. For example, classical models such as von-Misses, Drucker–Prager, and Mohr–Coulomb can all be shown to localize within one of the principal planes, even for the case of finite strains, provided a suitable form of the elastic continuum tangent is utilized (isotropic). Also, the infinitesimal version of the elastoplastic model presented herein can be shown to belong to the class of constitutive models described above. Due to the spectral nature of the algorithm presented here, the on-plane feature is easily activated, thus making the search very efficient. This feature is not present in some of the previously proposed search algorithms available in the literature, see for example the works by Ortiz et al. [39] and Mosler [43], which always perform fully three-dimensional searches. Simulations underscoring the main features of the algorithm such as asymptotic quadratic rate and the on-plane feature are included in Section 6.

Remark 3
Note that the formulation presented above is general and applicable to models with linear and nonlinear kinematics. The same algorithm can be easily utilized for the case of infinitesimal deformations provided that the stress terms are set identically equal to zero, for example.

Remark 4
As pointed out first in Reference [16], the consistent tangent operator can be used in lieu of its continuum counterpart to search for the necessary condition for localization, provided a small enough load step is taken. This can be accomplished, in light of the above-described search algorithm, by replacing $\dot{\epsilon}_{ab}^{\text{ep}}$ with $\dot{\epsilon}_{ab}$ and $\dot{\gamma}_{ab}$ with $\dot{\gamma}_{ab}$. It is very convenient to use the algorithmic operator as it is already available from the material subroutine and therefore the continuum tangent is not to be used explicitly.

6. NUMERICAL EXAMPLES

In this section, we conduct local stress-point simulations to illustrate the main features of the three-invariant constitutive formulation developed in this work. Localization analyses are conducted at this level and the convergence profile of the search algorithm for the minimum determinant is reported. Then, a series of boundary-value problems at the finite element level are performed with the objective of studying the behaviour of granular bodies exhibiting unstructured random density fields. The simulations focus on detecting bifurcation and no effort is made to try to capture post-bifurcation behaviour. Hence all simulations are stopped once bifurcation is detected.
6.1. Stress-point simulations

At the stress-point level, we performed two strain-driven simulations to highlight the difference in the responses resulting from the inclusion of the third stress invariant and to test the performance of the search algorithm for the minimum value of the localization function. Two material points with identical properties, except for the ellipticity parameters $\rho$ and $\bar{\rho}$, were strained until they reached localization. The hyperelastic parameters are as follows: compressibility coefficient $\kappa = 0.01$; reference elastic volumetric strain $\dot{\epsilon}_{\text{vol}} = 0$ at a reference pressure $p_0 = -100$ kPa; initial shear modulus $\mu_0 = 5400$ kPa; and coupling constant $\omega_0 = 0$ (see Section 2.1 for notation). The plasticity parameters are: plastic compressibility coefficient $\hat{\lambda} = 0.0135$; critical state parameter $M = 1.2$; shape parameters $N = 0.4$ and $\bar{N} = 0.2$ (nonassociative volumetric plastic flow); and hardening constant $h = 280$ (see Section 2.2 for notation).

Both material points were initially denser than critical with an initial specific volume $v = 1.59$ and a reference specific volume $v_{e0} \approx 1.81$. The only difference in material properties is the ellipticity: one material point had $\rho = \bar{\rho} = 1$ (two-invariant formulation, circular cross-section and associative flow on the deviatoric plane) and the other had $\rho = 0.7$ and $\bar{\rho} = 0.8$ (noncircular, convex cross-section, nonassociative flow on deviatoric plane). Both material points were modelled using the Willam–Warnke shape function in Equation (12).

The loading protocol is as follows. We prescribed two equal sets of relative deformation gradient $f_{n+1} = \Delta x_{n+1}/\Delta x_n$: the first set was prescribed over $n_1$ steps, followed by the second for $n_2$ steps until localization was reached. The two relative deformation gradients are

$$f_1 = \begin{bmatrix} 1 + \lambda_2 & 0 & 0 \\ 0 & 1 - \lambda_1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad f_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 - \lambda_2 & 0 \\ 0 & 0 & 1 + \lambda_1 \end{bmatrix}$$

hence, the total deformation gradient is

$$F = f_2^{n_2} \cdot f_1^{n_1}$$

where $\lambda_1 = 1 \times 10^{-3}$ and $\lambda_2 = 4 \times 10^{-4}$. The material points were mostly compressed in the first $n_1 = 10$ steps, and then mostly stretched in the subsequent $n_2$ steps, hence the total number of steps is given by $n = n_1 + n_2$. The stress paths followed by the two material points are shown in Figures 3 and 4, with Figure 3 showing the stress paths on a meridian plane and Figure 4 showing them on a deviatoric plane. The paths are plotted using rotated principal stress axis as described in Reference [15]. The trajectories followed by the two stress points are similar. The stress paths started at point $O$ and then were loaded to point $A'$ after the first $n_1$ steps, and subsequently deformed to points $B'$ and $C'$, where they localized. Similarly, the yield surfaces expanded from $A$ to $B$ to $C$, without softening.

The sample with $\rho = 0.7$ localized first at $n = 22$, whereas the sample with $\rho = 1$ localized at $n = 26$. The function $\mathcal{F}(A)$ for both stress points is plotted in Figure 5 where we see minor differences in the trajectories, yet the stress point with $\rho = 0.7$ localized sooner. Hence, the third invariant enhances strain localization. The values for the function $\mathcal{F}(A)$ are obtained by the search algorithm outlined in Section 5 by sweeping the $\mathbb{R}^3$ space via the angles $\theta$ and $\phi$.
Figure 3. Stress paths on meridian plane. Yield surfaces expand from A to B and to C whereas stress paths follow $O-A'-B'-C'$ trajectory.

Figure 4. Stress paths on deviatoric plane. Yield surfaces expand from A to B and to C whereas stress paths follow $O-A'-B'-C'$ trajectory.
Figure 5. Minimum determinant of the acoustic tensor at various load steps.

Figure 6. Profile of the determinant of the acoustic tensor for three-invariant model with $\rho = 0.7$ at onset of localization.

One such a profile swept by the search algorithm is shown in Figure 6, where the determinant of the acoustic tensor is plotted as a function of $\theta$ and $\phi$ at the onset of localization for the material point with $\rho = 0.7$. One such profile is swept at each time step where the search
algorithm finds one of usually two wells and then returns a solution. One interesting note from Figure 6 is that localization was achieved at $\phi = \pi/2$ (see end of Section 5 for discussion). Finally, the convergence profile for the search algorithm at various load steps is reported in Figure 7 where optimal quadratic convergence is observed.

6.2. Simulations with cubical specimens

Randomization of the density field in a specimen is achieved through the void ratio $e$, defined as the ratio between the volume occupied by empty voids and the intrinsic volume of the solid phase, i.e. $e := V_v / V_s$. The main issue concerns finding a plausible probability density function describing the natural dispersion of voids in a sample of granular materials. Shahinpoor [44] used statistical mechanical theory on a collection of Voronoi cells to obtain an exact expression for the probability density function for the distributions of void ratio in a random aggregate of granular material. The probability distribution function for $e$ was established to be a truncated exponential distribution. It also has been used by Nübel and Huang [45] to study localized deformation patterns in granular media.

Here, we adopted a truncated exponential density function for $e$ of the form

\[
 f_e(e) = \frac{\gamma \exp(-\gamma e)}{\exp(-\gamma e_d) - \exp(-\gamma e_l)}
\]

where $e_d$ is the lower bound of the distribution corresponding to the densest state, $e_l$ is the upper bound of the distribution corresponding to the loosest state, and $\gamma$ plays the role of a fitting parameter. We used these bounds to restrict the amount of dispersion in the density of the

![Figure 7](image_url). Convergence profile for search algorithm at various load steps.
sample, thus controlling the amount of inhomogeneities. The expected value of the distribution is given by [46]

\[
\bar{v} = \int_{e_d}^{e_l} e f_e(e) \, de
\]

where

\[
\bar{v} = \frac{1}{\gamma} + \frac{e_d \exp(-\gamma e_d) - e_l \exp(-\gamma e_l)}{\exp(-\gamma e_d) - \exp(-\gamma e_l)}
\]

Hence, we can prescribe the expected value or mean void ratio \(\bar{v}\) subject to the upper and lower bounds \(e_d\) and \(e_l\), respectively, provided we solve for the fitting coefficient \(\gamma\). This is easily accomplished by a Newton–Raphson scheme on the residual

\[
r(\gamma) = \bar{v} - \frac{1}{\gamma} - \frac{e_d \exp(-\gamma e_d) - e_l \exp(-\gamma e_l)}{\exp(-\gamma e_d) - \exp(-\gamma e_l)}
\]

The random density field was then generated on the assumption that the values of void ratio in space are mutually independent. For this reason, these random fields are called ‘unstructured’ due to the lack of correlation in the density field between points \(A\) and \(B\) in the same sample.

We then sheared in compression two rectangular specimens with dimensions \(1 \times 1 \times 2\) m and assumed to behave according to the constitutive framework presented above, up to the onset of localization. The material properties for both specimens were identical to those of the stress-point with \(\rho = \rho_0 = 0.78\) and \(v_{c0} \approx 1.85\) discussed in the previous section. The Argyris–Gudehus shape function given in Equation (11) was utilized in the simulations. At the structural level the density field was generated using the exponential distribution described above with a mean void ratio \(\bar{v} = 0.63\) and lower and upper bounds \(e_d = 0.54\) and \(e_l = 0.64\), respectively. Hence, the two specimens, which we will call ‘INHOMOGENEOUS 1’ and ‘INHOMOGENEOUS 2’ for identification purposes, represent two different realizations of the same distribution function for the void ratio field, with otherwise identical mechanical properties. Figure 8 shows the discretized specimens with their respective initial specific volume field \(v := 1 + e\). The rectangular domains were discretized using 2000 trilinear hexahedral elements equipped with the B-bar method for nonlinear kinematics using the so-called mean dilation technique [47, 48] (see Reference [49] for a survey on the B-bar method).

The boundary conditions applied to the specimens were as follows. All four lateral faces were initially subjected to a constant confining pressure of 100 kPa (Newman BCs). The bottom and top faces of the specimens \((z = 0, 1)\) were supported by rollers with a pin at the \((0, 0, 0)\) m point for stability (Dirichlet BCs). The bottom face was constrained from displacement in the \(z\) direction, whereas the top face was subjected to a vertical displacement responsible for shearing the samples in compression. The samples were loaded in two phases. Phase one, an all-around confining pressure was applied to consolidate the sample followed by phase two, where the top face was displaced vertically. The objective of this loading protocol, favouring homogeneous deformations in perfectly homogeneous samples, is twofold: to observe if any significant differences are introduced by perturbing the density field by comparing the homogeneous response against perturbed responses from the samples shown in Figure 8, and to compare the responses of two inhomogeneous samples from two realizations of the density field. To this end, a homogeneous sample with constant void ratio \(v = 1.63\) was subjected to the same BCs described above, and its response compared against its inhomogeneous counterparts.
Figure 8. Initial specific volume field and finite element discretization for inhomogeneous rectangular specimens.

Figure 9. Contour of function $\mathcal{F}(A)$ at onset of localization for inhomogeneous rectangular specimens.

Figure 9 shows the contours of the function $\mathcal{F}(A)$, for both inhomogeneous samples, superimposed on the deformed mesh at the onset of localization. Here, we define localization when one or more Gauss points have detected the first negative incursion of the function.
strain \( \mathbf{F}(\mathbf{A}) \) (even though contours appear as positive due to averaging necessary for plotting). Both inhomogeneous samples localized at a nominal axial strain of around 5.8%, yet, from Figure 9, we observe that the deformation patterns and the inclinations of the impending shear bands are conjugate to each other, almost looking as mirror images. This same trend is observed in Figure 10 which compares the contours of the total deviatoric strain invariant on both inhomogeneous samples. Comparing Figures 9 and 10, note a strong correlation between the vanishing of the determinant of the acoustic tensor and the localized values of the deviatoric component of deformation (shear strains).

Figure 11 shows the nominal axial stress as a function of the nominal axial strain for both inhomogeneous specimens and their homogeneous counterpart. We see a close agreement in the global responses up to about 4% nominal axial strain, where the inhomogeneous responses softened and eventually localized at 5.8% strain. The homogeneous sample, however, underwent very little softening and in fact continued to harden. The change in volume experienced by the heterogeneous and homogeneous samples are compared in Figure 12. Unlike Figure 11, the responses seem identical throughout the duration of the simulations. Note that the samples compacted first, and then dilated. This trend is very common in dense sands.

From these simulations we conclude that perturbations in the density field via inhomogeneities at the meso-scale tend to trigger the onset of localization. Also, as we compare the responses of two nearly identical inhomogeneous samples, we observe localization patterns that are conjugate of each another. The mechanical responses of the heterogeneous samples in the early stages of deformation are very similar to those of their homogeneous counterpart, suggesting that we can calibrate the meso-scale model parameters from global specimen responses during the early stages of loading.

![Figure 10. Deviatoric strain invariant field at onset of localization for inhomogeneous rectangular specimens.](image)
Figure 11. Nominal axial stress response for rectangular specimens.

Figure 12. Volume change response for rectangular specimens.

6.3. Simulations with cylindrical specimens

Next, two inhomogeneous cylindrical specimens exhibiting random unstructured density fields were loaded in biaxial compression with BCs (and geometry) that emulated ‘triaxial’ testing in the laboratory. Both specimens are 2 m in diameter and 4 m tall. The elastoplastic properties
of these specimens are identical to those in the simulations with cubical specimens described above. However, here we used two different density fields to simulate the effects of increasing the spread in the random field on the localization properties of dense sand samples. To this end, the first inhomogeneous sample, which we call ‘INHOMO 1.58-1.61’, has a density field such that \( \bar{\varepsilon} = 0.59 \), with lower and upper bounds \( \varepsilon_d = 0.58 \) and \( \varepsilon_l = 0.61 \), representing a relatively narrow distribution of void ratio. As for the second sample, we increased the spread in the void ratio field while keeping the mean constant, i.e. \( \bar{\varepsilon} = 0.59 \), with lower and upper bounds \( \varepsilon_d = 0.56 \) and \( \varepsilon_l = 0.68 \). We will call this specimen ‘INHOMO 1.56-1.68’. Figure 13 displays the initial specific volume field superimposed on the original configuration for both inhomogeneous samples. The cylindrical domains were discretized using 1280 eight-node brick elements equipped with the B-bar method.

As for the BCs, the specimens were biaxially loaded with a confining pressure applied on the sleeve of the cylinders (Neumann BC) while the top and bottom faces were supported on rollers (Dirichlet BC). The point \((0, 0, 0)\) in the specimens was supported by a pin for stability. As in the rectangular specimen simulations, the bottom face was constrained to move vertically while the top face was compressed to mimic a homogeneous deformation. The samples were then loaded as before, with an initial confining pressure of 100 kPa followed by axial compression from the top face until localization was detected.

Figures 14 and 15 show an ‘X-ray’ rendering of the deviatoric strain invariant and the function \( \mathcal{F}(\mathbf{A}) \), respectively, superimposed on different cut-planes in the deformed configuration for the ‘INHOMO 1.58-1.61’ sample. The sub-figures on the right show longitudinal panels while the sub-figures on the left show axial planes. Note a localized area of intense shearing going from the top-right to the bottom-left corner, compared with the rest of the sample that experienced lower values of shear strains. Similar trends were observed on the ‘INHOMO 1.56-1.68’ sample.

![Figure 13. Initial specific volume field and finite element discretization for inhomogeneous cylindrical specimens.](image)
Figures 14 and 15 show nearly identical plots of the overall axial stress–axial strain and volumetric strain–axial strain for both inhomogeneous samples and their homogeneous counterpart with \( e = 1.59 \). The inhomogeneous samples localized at different instants whereas the
homogeneous sample did not localize at all. Sample ‘INHOMO 1.56-1.68’ localized at 4.38% whereas ‘INHOMO 1.58-1.61’ localized at 4.76%. The global convergence profile for the sample ‘INHOMO 1.56-1.68’ is reported in Figure 18, showing optimal rate of convergence.
7. CLOSURE

We have presented a critical state plasticity model that utilizes all three invariants of the stress tensor for deformation and strain localization analyses of granular materials with random unstructured density at the meso-scale. For the implementation, we have used the classical return mapping algorithm in the direction of the elastic logarithmic principal stretches. An iterative algorithm based on Newton’s method was shown to deliver optimal performance. We also have presented a search algorithm for the minimum determinant of the acoustic tensor on the elastic principal stretch planes. Boundary-value problems mimicking soil samples have been analysed using a truncated exponential distribution to generate random and unstructured density fields. Results of numerical simulations suggest that inhomogeneities tend to trigger strain localization, with heterogeneous samples localizing when their equivalent homogeneous counterparts would not. Results of the studies also suggest that heterogeneity in the density field tends to enhance and accelerate the onset of strain localization, even if the initial global deformation responses of a homogeneous sample and its heterogeneous counterpart appear to be the same. The framework presented in this paper is useful for investigating strain localization phenomena in heterogeneous granular materials at a finer scale.
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